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Abstract:

Dirichlet form analysis provides powerful tools for studying diffusions
and spectral analysis in non-smooth settings, with Mosco
convergence being a standard approach for examining
approximations. However, Mosco convergence alone may not suffice
to understand finer properties, such as the convergence of
eigenvalues and small deviations of diffusion processes. This talk will
present recent results that strengthen the Mosco convergence of
Dirichlet forms in non-smooth spaces, including fractals, domains with
fractal boundaries, and sub-Riemannian spaces. The presentation
includes joint work with Michael Hinz, Anna Rozanova-Pierrat,
Gabriel Claret, Luke Rogers, Marco Carfagnini, and Masha Gordina.
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Mosco convergence, strong and norm resolvent
convergence

▶ Mosco, Umberto Convergence of convex sets and of solutions of
variational inequalities. Advances in Math. 3 (1969), 510–585.

▶ Mosco, Umberto Composite media and asymptotic Dirichlet
forms. J. Funct. Anal. 123 (1994), no. 2, 368–421.

Kato, Tosio
Perturbation theory for linear operators. Springer-Verlag 1966.

[Reed-Simon 1972]: For non-negative closed quadratic forms,
▶ Mosco convergence is equivalent to the strong resolvent

convergence,
▶ but is weaker than the norm resolvent convergence.



Mosco convergence does not imply convergence of
the spectrum

M-lim
n→∞

En = F or En
M−−−→

n→∞
F .

▶ xn ∈ L2 converging weakly to x ∈ L2,
lim inf
n→∞

En(xn) ≥ F (x);

▶ for each x ∈ L2 there exists an approximating sequence of
elements xn ∈ L2, converging strongly to x , such that
lim sup

n→∞
En(xn) ≤ F (x).

Example:
L2 := ℓ2(Z+)

En((xk )) :=
∑

k⩾n |xk |2 M−−−→
n→∞

E = 0
σ(En) = {0, 1} ̸= {0} = σ(E)



Introduction and motivation, analysis on “fractafolds”∗

▶ *Strichartz: A fractafold, a space that is locally modeled on a
specified fractal, is the fractal equivalent of a manifold.

▶ A “fractafold” is to a fractal what
a manifold is to a Euclidean half-space.

This is a part of the broader program to develop probabilistic, spectral
and vector analysis on singular spaces by carefully building
approximations by graphs or manifolds.



What is the first appearance of fractals is science?

In a sense, the simplest possible fractal appears in the famous Zeno’s
paradoxes: Zeno of Elea (c. 495 – c. 430 BC) "Achilles and the
Tortoise"

1. Achilles runs to the tortoise’s starting point while the tortoise
walks forward.

2. Achilles advances to where the tortoise was at the end of Step 1
while the tortoise goes yet further.

3. Achilles advances to where the tortoise was at the end of Step 2
while the tortoise goes yet further.
Etc.

Apparently, Achilles never overtakes the tortoise, since however
many steps he completes, the tortoise remains ahead of him.



Dichotomy paradox: that which is in locomotion must arrive at the
half-way stage before it arrives at the goal. In a race, the quickest
runner can never overtake the slowest, since the pursuer must first
reach the point whence the pursued started, so that the slower must
always hold a lead. [Aristotle, Physics VI:9, 239b10, 239b15]

***

In 1821, Augustin-Louis Cauchy proved that, for −1 < x < 1,

a + ax + ax2 + ax3 + ... =
a

1 − x
:= S(a, x)

This is a weakly-self-similar sum satisfying a re-normalization
“fixed-point” functional equation

S(a, x) = a + x · S(a, x)









Cantor, Sierpinski, Julia, Mandelbrot
▶ How Long Is the Coast of Britain? Statistical Self-Similarity and

Fractional Dimension (Mandelbrot 1967).
The coastline paradox: the measured length of a stretch of coastline
depends on the scale of measurement.

Fractal titanium oxide under inverse 10-ns laser deposition in air and
water. A. Pan, W. Wang, X. Mei, Q. Lin, J. Cui, K. Wang, Z. Zhai
Applied Physics A volume 123, Article number: 253 (2017)



Wave absorption: numerical shape optimization

▶ F. Magoulès, T.P. Kieu Nguyen, P. Omnes, A. Rozanova-Pierrat,
Optimal absorption of acoustic waves by a boundary.
SIAM J. Control Optimization 59 (2021)
+ more numerical results

▶ C. Bardos, D. Grebenkov, A. Rozanova-Pierrat,
Short-time heat diffusion in compact domains with discontinuous
transmission boundary conditions.
Math. Mod. Meth. Appl. Sci. 26 (2016)

▶ A. Rozanova-Pierrat, D. S. Grebenkov, and B. Sapoval,
Faster diffusion across an irregular boundary.
Phys. Rev. Lett. 108 (2012)
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Fig. 1. An illustration for the Open Set Condition in the case of the square Koch curve, also called

the Minkowski fractal. The thick dotted line outlines the set O, which is called the 0-cell. The thin

dotted lines outlines the open sets in Φ1(O), which are called 1-cells. The bottom picture illustrats
the stronger form of the Open Set Condition used in Theorem 5.1: the thin solid lines outline the

open sets O′ and Φ1(O′).

Note that, by the standard decompositions into different scales, it is essentially

enough to consider the case when all contraction factors di,m are equal, that is

di,m = d for all i and m. To verify the Harnack chain condition, assume that

x, y ∈ Ωm such that distance to the boundary of each x and y is comparable to

δ1 ∼ dm1 and |x− y| = δ2 ∼ dm2 , where m ≥ m1 ≥ m2.

We proceed by considering different cases.

To begin with, assume that y is in a 0-cell but not in any 1-cell. In this case

we can apply the following strategy: connect x to the outer boundary of its 1-cell

by the Harnack chains of balls lying in this 1-cell, and connect this Harnack chain



Wave absorption: theoretical shape optimization

▶ M. Hinz, A. Rozanova-Pierrat, A. Teplyaev, Non-Lipschitz uniform
domain shape optimization in linear acoustics.
SIAM J. Control Optim. 59 (2021)

▶ M. Hinz, A. Rozanova-Pierrat, A. Teplyaev, Boundary value
problems on non-Lipschitz uniform domains: Stability,
compactness and the existence of optimal shapes.
Asymptotic Analysis (2023)



Equations used in architecture

▶ M. Hinz, F. Magoulès, A. Rozanova-Pierrat, M. Rynkovskaya, A.
Teplyaev, On the existence of optimal shapes in architecture.
Applied Mathematical Modelling 94 (2021)

Given a domain Ω ⊂ RN and a vector field v ∈ W 1,2(Ω)N we denote
the symmetric part of its gradient by

e(v) =
1
2
(∇v + (∇v)t) .

Let A ∈ L∞(Ω,Ms
N(α, β)) and write σ(v) = Ae(v), v ∈ W 1,2(Ω)N .

We are interested in solutions u ∈ W 1,2(Ω)N of BVP:




−div σ(u) = f in Ω,

u = 0 on ΓDir,

σ(u) · n = g on ΓNeu.

(1)



Wentzell Boundary conditions

▶ A. Wentzell. On boundary conditions for multi-dimensional
diffusion processes. Theor. Probability Appl. (1959)

E(u) =
∫

Ω

∥∇u∥2dx + E∂Ω(u)



Theoretical study

▶ M. R. Lancia, P. Vernole,
Venttsel’ problems in fractal domains
J. Evol. Equ. 14 (2014), no. 3, 681–712.

...

▶ M. Hinz, M. R. Lancia, A. Teplyaev, P. Vernole, Fractal snowflake
domain diffusion with boundary and interior drifts, J. Math. Anal.
Appl. 457 (2018)

E(u) =
∫

Ω

∥∇u∥2dx + E∂Ω(u)



Discrete approximations

▶ M. Gabbard, C. Lima, G. Mograby, L. G. Rogers, A. Teplyaev,
Discretization of the Koch Snowflake Domain with Boundary
and Interior Energies, SEMA SIMAI Springer Series ICIAM2019
Fractals in engineering: Theoretical aspects and Numerical
approximations (2021)

E(u) =
∫

Ω

∥∇u∥2dx + E∂Ω(u)
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Figure 1. Mesh construction through scaled equilateral triangles.

where cn(p1, p2) is the conductance between points p1, p2. Unless stated otherwise we take

(3.2) cn(p1, p2) =





1 if p1 and p2 are connected by an interior edge

4n if p1 and p2 are connected by an outer boundary edge

0 if p1 and p2 are not connected by an edge.

We introduce a measure on the vertices Vn:

mn(p) =

{
1

9n
if p is an interior vertex

1
4n

if p is an outer boundary vertex.
(3.3)

The sequence of graph energies {E n(u)}n≥1 serves as an approximation of E (u) as justified in the following
proposition.

Theorem 3.1. Let u be a core function as described in Corollary 2.4. Then E (u) = limn→∞ E n(u).

Remark 3.2. E n(u) is understood as the graph energy of the restriction of u on Vn.
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Figure 2. Algorithm to generate the vertices of the graph Γn

After the construction of Γn we generate the corrsponding discrete Laplacian Ln as well as the Dirichlet
Laplacian. To generate the discrete Laplacian Ln we use KD Trees to determine efficiently which vertices’s are
boundary points and which are interior. We then create a weighted adjacency matrix with this information
where the weights are defined as in (3.2). From the constructed discrete Laplacian Ln we are able to generate
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Figure 3. Eigenvectors of Ln (left) compared with Dirichlet eigenvectors (right). (a) 1st eigen-
vector of Ln, eigenvalue 0. (b) 1st Dirichlet eigenvector, eigenvalue 118.8. (c) 2nd eigenvector
of Ln, eigenvalue 15.1. (d) 2nd Dirichlet eigenvector, eigenvalue 294.5. (e) 4th eigenvector of
Ln, eigenvalue 48.1. (f) 4th Dirichlet eigenvector, eigenvalue 499.8.
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Figure 4. Eigenvector of Ln (left) compared with Dirichlet eigenvectors (right). (a) 34th
eigenvector of Ln, eigenvalue 1098.6. (b) 13th Dirichlet eigenvector, eigenvalue 1084.6. (Level
4 graph approximation)

to the 13th Dirichlet eigenvector but also correspond to the eigenvalue 1098.6, which is very close to the 13th
Dirichlet eigenvalue (1084.6).

In general we observe that the Dirichlet eigenvectors exhibit more complex pattern than the their cor-
responding eigenvectors of Ln. Note that from a physics point of view, this is expected as the Dirichlet
eigenvectors correspond in our computations to a higher eigenvalues (energy) than their corresponding eigen-
vectors of Ln. Moreover, eigenvectors correspond to higher eigenvalues show increasing oscillatory behavior
which limits the graphical representation. For a better view of such eigenvectors, in particular regarding
their symmetries, we display in Figure 5 contour plots for a selection of eigenvectors of Ln. The blue regions
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Figure 5. Contour Plots of the Eigenvectors of Ln corresponding to eigenvalues λ: (a) 4th
eigenvector, λ = 48.1. (b) 5th eigenvector, λ = 48.1. (c) 6th eigenvector, λ = 85.1. (d) 8th
eigenvector λ = 125.4. (e) 1153rd eigenvector λ = 49965.7. (f) 1157th eigenvector λ = 50156.6.
(g) 1161st eigenvector, λ = 50188.8 and (h) 1162nd eigenvector, λ = 50188.83. Blue regions
indicate the values of an eigenvector in (−ε, ε), red regions in (ε,∞) and green regions in
(−∞,−ε), where ε = 0.01. (Level 4 graph approximation)
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Figure 6. (Upper) Eigenvalue counting functions of Dirichlet Laplacian (orange) and Ln
(blue). (Lower) Log-Log plot of the eigenvalue counting functions of Dirichlet Laplacian (or-
ange) and Ln (blue) (Level 4 graph approximation).
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Figure 7. (a) The 5, 028th eigenvector of Ln, λ = 118038.02. (b) The last Dirichlet eigenvec-
tor, λ = 118039.37. The oval-shaped graph is due to a high oscillation of both eigenvectors

bouncing ball modes and the existence of such modes is known mostly for a class of convex domains. For
details see [NG13] where also an example is provided, for which the high-frequency localized modes exist in
a non-convex domain (an elliptical annulus).

Our numerical observations show that taking the boundary energy into account while defining the discrete
Laplacian Ln induces eigenvectors corresponding to eigenvalues in the higher part of the spectrum that
demonstrate features of whispering gallery type modes. The geometrical information of the boundary is
encoded in Ln via the edge weights (conductance) and the vertices measure. Hence we are confronted with
the question whether it is possible to predict such modes by directly studying the Laplacian Ln. We will give
a partial answer in the next section by using ideas of Filoche and Mayboroda introduced in [FM].
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Figure 8. The last Ln eigenvector, λ = 524999.69. The graph splits into two parts, above
and below the Koch snowflake domain due to a high oscillation (Level 4 graph approximation).

5. Landscape Mapping: A Filoche-Mayboroda Argument

Wave localization in general is a puzzling phenomena as we mentioned last section, in particular the
question about the mechanisms that enable systems of complicated geometries to confine vibration modes
in some subregions of their domain even in the absence of clearly identifiable physical potentials. For the
general study of the localizations in fractal domain, see [SGM91] and related works.
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Figure 9. Ln eigenvectors localization with eigenvalues λ: (a) 5030th eigenvector, λ =
118048.66. (b) 5031th eigenvector, λ = 119678.65. (c) 5032th eigenvector, λ = 119678.65.
(d) 5033th eigenvector, λ = 121460.72. (e) 5100th eigenvector, λ = 185367.41. (f) 5200th
eigenvector, λ = 291364.38. (g) 5300th eigenvector, λ = 392584.97. (h) 5557th eigenvector,
λ = 524999.69. Blue regions indicate the values of an eigenvector in (−ε, ε), red regions in
(ε,∞) and green regions in (−∞,−ε), where ε = 0.01 (Level 4 graph approximation).
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Computations on the Koch Snowflake
Carlos D. Lima, Malcolm H. Gabbard, Gamal Mograby, Luke Rogers, Alexander Teplyaev

University of Connecticut 2018

Abstract
A Laplacian is applied to graph approximations
of the Koch Snowflake. Numerical approxima-
tions indicate a localization of the Laplacian
eigenfunctions at high energies.

Constructing the Snowflake

The Koch Curve K is approximated by a se-
quence of finite graphs, Kn [4]:

(a) K1 (b) K2

Figure 1: First and Second Level Approximations

TheKoch Snowflake, denoted Ω̄, is given by tak-
ing a union of three copies the Koch Curve K.

Energies on Ω̄

We consider a graph Laplacian L generated by the
following Dirichlet energy form:

En(f ) =
∑

p1,p2εVn

cn(p1, p2)(f (p1) − f (p2))2

where cn for two points p1, p2 on Ω̄ is,

cn(p1, p2) =





1 if p1,p2 share an interior edge
4n if p1,p2 share an outer boundary edge
0 if p1,p2 not connected by an edge.

This Laplacian form is defined w.r.t. the measure,

mn(p) =
{

1
9n if p is an interior vertex
1
4n if p is an outer boundary vertex

Eigenfunctions of L on Ω̄

Results from [3] were reproduced by imposing
Dirichlet B.C.:

0
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-0.01
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Figure 2: First (left) and Thirteenth (right) eigenvectors with
Dirichlet B.C.

The eigenvalues and eigenvectors of L change dras-
tically without Dirichelt B.C.:
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(a) Eigenvector 2

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

(b) Eigenvector 13

-0.02

0

0.02

0.04

0.06

(c) Eigenvector 125

-0.02
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(d) Eigenvector 579
Figure 3: Contour plots of eigenvectors without Dirichlet B.C.

Localization of Energy

Motivated through experiments by Sapoval[1] where
they showed focused localization for a similar fractal,
the question was posed as to whether there existed
localization for eigenfunctions of L. Approximations
indeed indicate a form of localization on Ω̄, unlike
the results from [3] with Dirichlet B.C.

Figure 4: First sign of energy localization to the boundary of Ω̄
(left) and a continued “zeroing out" of the inner region(middle
and right) at higher energies.

Features of Localization

The counting function (a) gives a characterizing fea-
ture, a kind of inflection point, indicating a localiza-
tion of energy to the boundary of Ω̄.

(a) Counting Function of
eigenvectors.

���������

-0.04

-0.02

0

0.02

0.04

(b) Eigenvector 5117
Figure 5: Localization of Eigenvectors on Ω̄

The “zeroing out” of the inner region may be due
to the high-frequency oscillations happening on the
boundary of Ω̄.

Figure 6: 2D plot of boundary for eigenvector 5550

The localization on ∂Ω is qualitatively similar
to high-frequency localization seen in whispering
gallery modes. A landscape function, in the style
of Filoche and Mayboroda [2], is generated and cor-
rectly predicts where eigenfunctions localize, seen in
Figure 7.

Figure 7: Landscape Function

Future Work

A more robust characterization of this high-
frequency localization is needed, and more mathe-
matically rigorous formulations are under way.
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Filoche and Mayboroda [FM, FM12] introduced a general theory which demonstrate that both Anderson
(disordered systems) and weak localizations (irregular geometries) originate from the same universal mecha-
nism. The theory gives rise to what they call a landscape Mapping, which we explain briefly with an example
following [FM]. They consider a vibrating system described by the wave equation associated to a suitable
elliptic differential operator L on an open bounded set Ω ⊂ Rn and for the sake of brevity they impose
Dirichlet boundary conditions. By investigating the eigenvalue problem for L,

Lφ(x) = λφ(x), x ∈ Ω, u|∂Ω = 0,

they demonstrate that eigenfunctions are controlled by the landscape mapping defined for x ∈ Ω,

(5.1) u(x) :=

∫

Ω

|G(x, y)|dy,
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Figure 10. The high frequency landscape vector attains just the following two values the
boundary vertices 527360 and 524288. It is constant on the interior vertices with the value
157464. (Level 4 graph approximation)

where G(x, y) is the Green’s function associated to L with Dirichlet boundary conditions. For a normalized
eigenfunction φ with respect to the uniform norm, i.e. supx∈Ω |φ(x)| = 1, corresponding to the eigenvalue λ,
they prove the inequality,

(5.2) |φ(x)| ≤ λ

∫

Ω

|G(x, y)|dy = λ u(x).

Subsequently they show that a graphical representation of the landscape mapping u(x) reveals usually a
complex partition of the domain into subregions and thereby helping to predict possible locations of localized
eigenfunctions. The idea is to track the low values of the landscape mapping u(x) and by doing so they



1. Convergence of eigenvalues in fractal domains
Theorem ( Hinz, Rozanova-Pierrat, T. )
Let n, D, α, γ, ε, d , (Ωm)m and (µm)m be a a sequence of
admissible domains. Suppose that limm Ωm = Ω in the Hausdorff
sense and in the sense of characteristic functions and limm µm = µ
weakly. There is a sequence (mk )∞k=1 with mk ↑ +∞ such that the
following hold.

(i) We have limk→∞ PΩmk
◦ Ĝ

Ωmk ,µmk ,∗
α,γ = PΩ ◦ ĜΩ,µ,∗

α,γ in operator
norm.

(ii) If 0 < a < b are in the resolvent set of −LΩ,µ,∗
γ , then

limk→∞ π(a,b)(Ωmk , µmk , ∗) = π(a,b)(Ω, µ, ∗) in operator norm.

(iii) The spectra of the operators −LΩmk ,µmk ,∗
γ converge to the

spectrum of −LΩ,µ,∗
γ in the Hausdorff sense. The eigenvalues

λn(Ω, µ, ∗) of the operator −LΩ,µ,∗
γ are exactly the limits as

k → ∞ of sequences of the eigenvalues of the operators
−LΩmk ,µmk ,∗

γ ,

λn(Ω, µ, ∗) = lim
k→∞

λn(Ωmk , µmk , ∗). (2)



Ω+
k

Ω−
k

∂Ω

Figure 1: Dyadic approximations of a Von Koch snowflake (∂Ω, in blue) in R2. The interior
approximation Ω−

k lies inside the green dashed line; the exterior approximation Ω+
k lies

outside the red dotted line.

Proposition 3.3. Let Ω be an arbitrary bounded domain of Rn such that Ω
c

is connected
too. Then Ω−

k ⊔ Ω+
k −→ Rn\∂Ω.

Proof. From Remark 3.2, let k0 ∈ N be such that (Ω−
k )k≥k0 is non-decreasing. Then it holds:

Ω−
k −−−−→

k→∞
Ω−

∞ :=
⋃

k≥k0
Ω−
k ⊂ Ω.

Let x ∈ Ω. Then d(x, ∂Ω) > 0. In the same way as for (5), there exists k̃ ≥ k0 so that:

{x} ∪ Ω−
k0

⊂ Ω−
k̃
.

Hence x ∈ Ω−
∞, and Ω−

∞ = Ω.
To show Ω+

k → Ω
c
, we proceed in the same way considering x ∈ Ω

c
a path on Ω

c
linking

x and a large square containing Ω.

Remark 3.4. Lemma 3.1, Remark 3.2 and Proposition 3.3 can easily be generalized in the
case of an arbitrary (potentially unbounded) open set Ω such that Ω and Ω

c
have a finite

number of connected components.

3.1 Spaces of functions on Rn

Let us define the following spaces:

H1
∂Ω(Rn) :=

{
u ∈ L2(Rn)

∣∣ ∇u|Rn\∂Ω ∈ L2(Rn\∂Ω)n
}
,

H1
∆Ωk

(Rn) :=
{
u ∈ L2(Rn)

∣∣∣ ∇u|Ω−
k ⊔Ω+

k
∈ L2(Ω−

k ⊔ Ω+
k )
n
}
.

Those spaces consist of functions L2 on the whole space, with gradient L2 away from the
boundary. In particular, they do not contain distributions which present a Dirac on the
boundary.

From Proposition 3.3, it appears:

H1
∆Ωk

(Rn) ↘
k→∞

H1
∂Ω(Rn),

4



2. Discrete spectrum for Dirichlet forms

Theorem (Carfagnini, Gordina, T.)
Let U be an open bounded subset of X , and PU

t be the semigroup
associated to (E,DE) with the infinitesimal generator AU . Assume
that pt(x, y) exists for all t and for m-a.e. x, y ∈ X . If there exists a
tU > 0 such that

MU (tU) = ess sup
(x,y)∈U×U

ptU (x, y) <
1

m(U)2
, (3)

then the spectrum of −AU is discrete and λ1 > 0.



3. Small deviations

Theorem (Carfagnini, Gordina, T.)
Let {Pt}t⩾0 be a strongly continuous contraction semigroup on
L2(X ,m). Let x ∈ X and assume that PB1(x)

t is irreducible. Assume
that the heat kernel pt(x, y) exists for all t and for all x, y ∈ X and
that

pt(x, y) ⩽ c t−
α
β

for any t, x , and y . Moreover, assume that there exists a t0 such that
pt0(x, y) is continuous for x, y ∈ X . If X x

t is self-similar then

lim
ε→0

eλ1
t

εβ Px

(
sup

0⩽s⩽t
d(Xs, x) < ε

)
= c1φ1(x), (4)

where λ1 > 0 is the spectral gap of A restricted to the unit ball B1(x),
and φ1 is the corresponding positive eigenfunction.



4. Convergence of the re-normalized eigenvalues of
small balls in SU(2) to corresponding eigenvalues in
the unit ball of H

Here H is the Heisenberg group, which is a re-scaled limit of SU(2)
near the identity.

Theorem (Carfagnini, Gordina, T.)
Let 0 < λH

1 < λH
2 ⩽ λH

3 ⩽ ... be the Dirichlet eigenvalues in the unit
ball BH

1 of H, counted with multiplicity. Let 0 < λr
1 < λr

2 ⩽ λr
3 ⩽ ... be

the Dirichlet eigenvalues in the r -ball BSU(2)
r of SU(2), counted with

multiplicity. Then for each n ⩾ 1 we have

lim
r→0

r2λr
n = λH

n . (5)



SU(2) ∼ S3

H ∼ R3

1
r SU(2) ∼ 1

rS
3

H-ball

1



SU(2) ∼ S3

H ∼ R3

1
r SU(2) ∼ 1

rS
3

H-ball

1

the Heisenberg ball [picture made by Nate Eldredge]



5. Convergence of the Dirichlet heat kernels

Let pBH
1

t (·, ·) be the Dirichlet heat kernel in the unit ball BH
1 of H, and

pBSU(2)
r

t (·, ·) be the Dirichlet heat kernel in the r -ball BSU(2)
r of SU(2),

where the balls are centered at the identity of the groups.

Theorem (Carfagnini, Gordina, T.)
For each t > 0

lim
r→0

r4 pBSU(2)
r

r2t

(
Φ−1 (δHr (x)

)
,Φ−1 (δHr (x)

))
= pBH

1
t (x, y). (6)

uniformly for x, y ∈ BH
1 .



6. Local convergence of stochastic flows
Let

gBSU(2)
r

s :=

{
gs s < τBSU(2)

r

∂ s ⩾ τBSU(2)
r

(7)

where gs denotes a hypoelliptic Brownian motion on SU(2), and

τBSU(2)
r

:= inf
{

s > 0, gs /∈ BSU(2)
r

}
. (8)

Similarly, let

X BH
r

s :=

{
Xs s < τBH

r

∂ s ⩾ τBH
r

(9)

where Xs denotes a hypoelliptic Brownian motion on H, and

τBH
r
:= inf

{
s > 0, Xs /∈ BH

r

}
. (10)



Theorem (Carfagnini, Gordina, T.)
For any 0 < r < 1

7 r1/7 there is a continuous stochastic process Y r
s in

H such that

Y r
s :=: δH1/rΦ

(
gBSU(2)

3r
r2s

)
(11)

in the sense of conditional probability distributions on the event
A3r := {s < τBH

3r
} and

lim
r→0

1A3r sup
0⩽s⩽T

|Y r
s − Xs| = 0 (12)

in probability.
We use Theorem 3.3.1, page 76, in Kunita 1986 Lectures on
stochastic flows and applications, Tata Institute of Fundamental
Research Lectures on Mathematics and Physics.



New Frontiers: Layer potentials

u(x) =
∫

S
ρ(y)

∂

∂ν
P(x, y)dσ(y)

v(x) = G ∗ f =

∫

Rn
g(x, y)dµ(y)



Riemann-Hilbert and Poincare variational problems

Find a function in C, unanlytic outside of a curve, with
prescribed values and jumps on the curve.
Research in progress: Anna Rozanova-Pierrat, Gabriel Claret
(CentraleSupélec), Michael Hinz (Bielefeld).

Calssical applications:
▶ Integrable models, inverse scattering or inverse spectral problem
▶ the inverse monodromy problem for Painlevé equations
▶ Orthogonal polynomials, Random matrices
▶ Combinatorial probability
▶ Algebraic geometry, Donaldson–Thomas theory



Hilbert transform

H(u)(t) =
1
π

p.v .
∫

R

u(τ )
(t − τ )

dτ

Research in progress: Anna Rozanova-Pierrat, Gabriel Claret
(CentraleSupélec), Michael Hinz (Bielefeld).

Closely connected to the Riemann-Hilbert and Poincare variational
problems and is extensively used in analysis and in sygnal
processing.



Maxwell and other vector equations
We develop new mathematical tools in the vector case in order to
study and solve Maxwell’s equations in non-Lipschitz, possibly fractal
domains. To that extent, we would like to show here one use of those
tools with the time-harmonic Maxwell problem completed with a
homogeneous Dirichlet boundary condition, which becomes with our
notations:

{
curl(µ−1curl E) − ω2εE = f on Ω
TrT (E) = 0 on ∂Ω

where f ∈ L2(Ω) and we look for E ∈ H(curl,Ω).
This problem is equivalent to the following variational formulation:
Find E ∈ H0(curl,Ω) such that ∀F ∈ H0(curl,Ω):

(µ−1curl E, curl F) − ω2(εE, F) = (f, F).

Research in progress: Anna Rozanova-Pierrat (CentraleSupélec),
Patrick Ciarlet (ENSTA Paris) et al.



7th Cornell Conference on Analysis, Probability, and
Mathematical Physics on Fractals: June 4–8, 2022
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In Memory of Professor Robert Strichartz

We will be dedicating the entire conference to Professor Strichartz.   A special session will be scheduled during the

conference for all to attend and re�ect on their thoughts and memories of Bob.  Bob is appreciated and recognized

for his organizing of the Fractals Conference Community in 2002. He will be profoundly missed by family, friends,

colleagues, and most of all, the students he mentored and in�uenced throughout his career. 

A message from the Cornell Department of Mathematics Chair, Tara Holm:

7th Cornell Conference on Analysis, Probability, and Mathematical Physics on
Fractals
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Thank you for your attention!

8th Cornell Conference on Analysis, Probability,
and Mathematical Physics on Fractals:
June 16–20, 2025

Everybody is invited ! Scientific committee:
Patricia Alonso Ruiz, Michael Hinz, Kasso Okoudjou, Luke Rogers,
Laurent Saloff-Coste, Alexander Teplyaev
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